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1 The model

Let {\;}; be a nondecreasing sequence of positive real

numbers. Given i, let {Tj@} ; be a sequence of indepen-
dent exponential random variables with parameter ;.

Set

k
() ()
I = Z T;
j=0

Let Z;(t) be a random process satisfying

Let Z; be all independent and define

Z:ZZZ-



Z is almost surely everywhere finite iff

Z)%<oo. (1)

We denote

B—inf{vzl;ZA§7<oo}.

Because of (1), 8 € [1,2].
We fix L > 1. We denote M, = #{)\; < L*} and
N, = M. — M_1. We have

N, < KlL/f(ﬁ—Hé‘o)

and (for some sequence {ay})

N, > KQLakw_l—EO).

The sequence {\;} is regular if for any gy > 0 the
sequence {ary1 — ag} is bounded.
Question: what is the stationary distribution of Z;7



2 The question

The large deviation multifractal spectrum of Z is defined
as

log N7

)

where N; () stands for

ﬁ{k;a L log |Z(ty+ (k+ 1)h) — Z(to + kh)|

log 7 <oz+€}

For the upper bound it is enough to estimate the prob-
ability that |Z(t+h) — Z(t)| = h®. For the lower bound
it is not enough (the increments are correlated).

It is easier to work with smaller «, for big a the esti-
mations are very delicate.



3 The answer

Theorem 1. For reqular {\;} we almost surely have

fla) =

p

Ba if  €10,1/0];
C1+1/—a ifaell/3,1+1/0];
—00 otherwise.

\

FEzception: for 8 =2 and o > 1/2 we can only give the
upper bound. Otherwise, given any 1 < 61 < By < 2
there exits a sequence {\;}; such that almost surely:

fla) = 4

P

Bacy if a €10,1/B];
1 if a € [1/02,1/B1];
1+1/p1—a ifae[l/B,141/51];

| —o0 otherwise.



4 Elements of proof

4.1 « < 1/3, upper bound

Set ep < (1 — af3)/2. We estimate the tail

T= > (Z(t+h) - Zt))

A >h~@
obtaining

P(|T| < h*/2) > 1 — c(gg)h 70,
Let us denote this event by A. As

1\ < b0} < Ko(go)h 01420 < o1,

the increment Z(t + h) — Z(t) cannot be greater than
h* it A holds. We need only to estimate the probability
that Z(t + h) — Z(t) < —h®. For this to happen we
would need at least one of the elementary processes Z;
with A\ < h™® to have a jump, probability of which is
not greater than

SN (1—&“) < Y Ki(eohD)

k<—alogh/log L k<—alogh/log L

~ C(Eg>h1_aﬁ_a€0.



4.2 «a>1/p, € (1,2), lower bound
We choose small &y.

Proposition 1. There exist constants K3, Ky and a
sequence m; — o0 such that

Z L] - LmZ

J>m;

! log N,
im su
Z_mp m; log L

> 6 —1.
Choose one of those m; and let

1
~ LmN,,’




Denote

={ > (Zilto+ (k+1)h) — Zi(to + kh))

A >Lm
e (—=L"/2,L " log|logh|)}

We can estimate that the number of 0 < k < h~!1 —1 for
which A;(k) holds is with probability 1 — ¢/logm not
smaller than A~1T0,

The event As(k) holds if all the elementary processes
Z; with \; < L™ have no jump between ty + kh and
to + |(k + 1)h. This event holds with probability not
smaller than some constant.

We put inside [to, %y + 1] some intervals J;, each of
length A®0 L~ and in distance at least h™°0L~"™ from
cach other. The event As(k) holds if precisely one Z;
for L™ ' < \; < L™ has a jump between ¢, + kh and
to + (k + 1)h and if this Z; had no jump before in the
interval J; to which ¢y + £h belongs. The probability of
this event is bounded from below by a constant.



We can thus choose roughly A~'3%0 small intervals
(to+k;h,to+ (k;+1)h). At each of them the event B(k;)
that the increment of Z is approximately +h“ happens
with probability at least ho+eo—1/(F==0) (from estimations
on the stationary distribution for elementary processes)
independently of the previous results. More precisely, the
events B(k;) are dependent but the conditional probabil-
ity that B(k;) happens given any possible sequence of
results for B(ky), ..., B(k;—1) is bounded from below by
the number above. We complete the proof using law of
large numbers.



